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Abstract— Several recent Internet measurement studies show
that the higher the packet sending rate, the higher the packet
reordering probability. This implies that recently proposed high-
speed TCP variants are more likely to experience packet reorder-
ing than regular TCP in high-speed networks, since they are
designed to achieve much higher throughput than regular TCP
in these networks. In this paper, we study the characteristics of
packet reordering in high-speed networks, and its impact on high-
speed TCP variants. In addition, we evaluate the effectiveness
of the existing reordering-tolerant TCP enhancements. Our
simulation results demonstrate that high-speed TCP variants
perform poorly in the presence of packet reordering, and
existing reordering-tolerant algorithms can significantly improve
the performance of high-speed TCP variants.

I. I NTRODUCTION

In the past few years a number of high-speed TCP variants,
such as HSTCP [8], STCP [13], BIC [22], and FAST [12], have
been proposed to address the under-utilization problem of TCP
in high-speed and long-distance networks. These high-speed
TCP variants modify the congestion avoidance algorithms [2]
of TCP to be more aggressive in high-speed networks, but they
still use the same fast retransmit and fast recovery algorithms
[2] as TCP, which enables TCP to detect and recover from
packet loss earlier than the timeout period. However, it is well
known [5], [18], [23] that the fast retransmit and fast recovery
algorithms of TCP may misinterpret packet reordering as
packet loss, and therefore TCP performs poorly in networks
with severe packet reordering. Consequently, high-speed TCP
variants using the same fast retransmit and fast recovery
algorithms may not achieve the expected high throughput
when packet reordering occurs.

Internet measurement results [7], [10] show that a small
percentage of TCP traffic experiences packet reordering, and
only very few reordered packets actually trigger TCP fast re-
transmit and fast recovery. This explains why TCP can achieve
a satisfactory performance in most cases. However, several
recent studies [9], [3], [20] demonstrate a strong correlation
between inter-packet spacing and packet reordering. Basically,
smaller inter-packet spacing may increase the probability of
packet reordering. This result implies that for the same packet
size, the higher the packet sending rate, the greater the
packet reordering probability. For example, a recent DARPA
SuperNet experiment [9] shows that a flow with a 1500-byte

packet size experiences significantly more reordered packets
when its sending rate is higher than 600Mbps. Since high-
speed TCP variants achieve much higher throughput than
regular TCP in high-speed networks, it ishighly likely that
they will experience more packet reordering than a regular
TCP in these networks.

While there is some debate [4] about whether packet re-
ordering is a pathological behavior of the Internet, and whether
this issue should be addressed by designing a reordering-
free network or by designing a reordering-tolerant TCP, this
paper focuses on characterizing packet reordering phenomenon
in high-speed networks, and its impact on recently proposed
high-speed TCP variants. In addition we evaluate the effective-
ness of the existing reordering-tolerant TCP enhancements.

The rest of this paper is organized as follows: Section II
briefly reviews the cause of packet reordering and its negative
impact on TCP. Section III describes a new packet-reordering
generator used in our simulation. Section IV presents the
characteristics of packet reordering in high-speed networks.
Section V discusses the simulation results of high-speed
TCP variants in networks with packet reordering. Section VI
discusses the effectiveness of the existing reordering-tolerant
TCP enhancement. Finally, section VII provides a conclusion.

II. BACKGROUND OFPACKET REORDERING

Packet reordering [15], [26] is a phenomenon in which
packets with higher sequence numbers are received earlier than
those with smaller sequence numbers. For example, a TCP
sender sequentially sends four packets:P1, P2, P3 and P4.
They may arrive at the TCP receiver in the following order:
P1, P3, P2 andP4, whereP2 is reordered.

Packet reordering can be caused by networks due to the
following two major reasons [4], [19], [23].First, due to
local parallelism within a packet router, which is a promis-
ing approach to build a high-speed and inexpensive packet
router. Second, due to load balancing among multiple links.
Multiple links with slightly different link delays may introduce
significant packet reordering.

TCP [5] attempts to distinguish packet reordering from
packet loss by using the number of dupACKs (duplicate
acknowledgements). An ACK is generated by a TCP receiver
to inform the TCP sender the next sequence number that it is



expecting to receive. Let us consider the above example: four
packets arrive at a TCP receiver in the following order:P1,
P3, P2 andP4. WhenP1 arrives, the receiver sends an ACK
to ask the next packet which isP2, but thenP3 arrives, which
indicates thatP2 is missing. Therefore, the receiver sends an
ACK for P2 again (This ACK is a dupACK). In this example,
the reordered packetP2 causes only one dupACK.

RFC 2581 [2] suggests that a TCP sender should consider
three or more dupACKs as an indication that a packet has
been lost, based on the assumption that a reordered packet
can trigger only one or two dupACKs. However, if a reordered
packet causes three or more dupACKs, TCP misinterprets it
as a lost packet. Consequently, TCP unnecessarily calls fast
retransmit (referred to asfalse fast retransmit[23]) to retrans-
mit the packet that seems to be lost, and unnecessarily calls
fast recovery to reduce the TCP sending rate. Therefore, TCP
performs poorly in networks with severe packet reordering.

III. PACKET REORDERINGMODELS

In this section, we present a new packet-reordering model,
which can be used to generate relatively realistic packet
reordering patterns, and more importantly, with which we can
study the impact of a specific property of packet reordering
on TCP performance.

A. Limitations of Current Packet-Reordering Models

Several methods have been proposed to simulate packet
reordering in previous studies. The models can be classified
into two categories and both categories have their own lim-
itations. One class of models reorders only one packet each
time by swapping two packets in a router queue [5], or by
using hiccup module [17]. However in practice, a block of
packets instead of one packet may be reordered at the same
time. The other class of models generates multiple reordered
packets each time by extending the NS-2 error model to delay
a configurable percentage of packets [23], or by changing
the link delay periodically [14]. Although these models can
generate more realistic reordered traffic, it is hard to isolate
the impact of a specific property of packet reordering on TCP
performance from that of other properties. IETF is currently
developing metrics [16], [11] to capture the occurrences and
characteristics of packet reordering in the Internet. However,
these metrics are more appropriate for describing packet
reordering experienced by a flow instead of generating packet
reordering.

B. Proposed Packet-Reordering Models

Considering the limitations of current packet-reordering
models, we propose a new packet-reordering generator that
is implemented by extending the error model in NS-2 [1].
The proposed packet-reordering generator models packet re-
ordering phenomenon with three parameters, and it enables us
to study the impact of each of the three parameters on the
performance of high-speed TCP variants.

Our packet-reordering generator can be described by the
following three parameters:

P8      P7     P6     P5     P4     P3     P2     P1

 
    TCP Sender                                                                                          TCP Receiver                    

Fig. 1. Original packet sequence without reordering

reordering block size = 1

 
    TCP Sender                                                                                          TCP Receiver                    

reordering delay time = 4 packets 

P8      P7     P2     P6     P5     P4     P3     P1

Fig. 2. New packet sequence after packet 2 is reordered with reordering
block size = 1 and reordering delay time = 4 packets

reordering delay time = 4 packets 
 

    TCP Sender                                                                                          TCP Receiver                    

P8      P3     P2     P7     P6     P5     P4     P1

reordering block size =2

Fig. 3. New packet sequence after packet 2 and 3 are reordered with
reordering block size = 2 and reordering delay time = 4 packets

• Reordering interval: the time interval between two con-
secutive packet-reordering events.

• Reordering delay time: the time interval from the first
reordered packet in a reordering event to the earliest
forwarded packet with a higher sequence number.

• Reordering block size: the number of packets being
reordered as an entity.

A packet-reordering generator works as a special router with
one input and one output port, and it forwards all incoming
packets to the outgoing port. To introduce packet reordering,
a reordering block sizenumber of packets are delayed for
a reordering delay timeevery reordering interval, which is
called a reordering event. All other packets are forwarded
immediately without any delay. All three parameters could be
random variables following certain distributions.

In this paper, we measure a reordering delay time in two
different units. Lett(Pi) denote the time that packetPi departs
from a generator. Suppose thatPx is the first reordered packet
in a reordering event, andPy is the earliest packet departing
from the generator among all packets with a higher sequence
number (i.e.,t(Py) < t(Px) and y> x). First, the reordering
delay time is measured as time intervalt(Py)−t(Px). Second,
it is measured as the number of packets forwarded between
t(Py) andt(Px). Note that we can determine one of these two
values from another one, if the packet sending rate is known
and assuming the same inter-arrival time for all packets. Both
units (i.e., seconds and packets) are used in this paper based
on which one is more convenient.

Figures 1 to 3 illustrate how our packet-reordering generator
works. Consider that eight packets are sent from a TCP sender
to a TCP receiver in the order shown in Figure 1, and they
arrive at a reordering generator back-to-back in that order.
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Fig. 4. The higher the packet sending rate, the shorter the average reordering
interval; that is, the more the reordering events
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Fig. 5. The cumulative distribution function (CDF) of the reordering intervals
in an experiment with a 900 Mbps rate

Assume that packetP2 is the first one to be reordered at the
beginning of a reordering interval. If the reordering block size
is one packet, and the reordering delay time is four packets,
then packetP2 is delayed until packetsP3 to P6 depart from
the generator. In this case, eight packets arrive at the TCP
receiver in the order shown in Figure 2. Now, we consider a
case where the reordering block size is two packets. In this
case, both packetsP2 and P3 are delayed, and eight packets
arrive at the TCP receiver in the order shown in Figure 3.

IV. CHARACTERISTICS OFPACKET-REORDERING IN

HIGH-SPEEDNETWORKS

Now, we study the characteristics of packet-reordering in
high-speed networks by using the new model. The reasonable
values for three parameters are found by analyzing the exper-
imental results conducted by Gharaiet al. [9] in 2004.

Gharaiet al. [9] measured the occurrence of packet reorder-
ing by transmitting UDP flows with various packet sizes for
one minute at a rate ranging from 1Mbps to 900Mbps among
Washington DC, Pittsburgh, and Los Angeles over DARPA
SuperNet. We analyze all their experiments, and observed
similar results for experiments with different packet sizes.
Limited by space, below we discuss and show our findings
only for experiments with a packet size of 1500 bytes.

Figure 4 shows the reordering interval that is averaged over
all reordering intervals in all experiments with a 1500-byte
packet size. It clearly shows that the higher the packet sending
rate, the shorter the reordering interval; that is the more
the reordering events. For example, the average reordering
intervals at 100Mbps is about 10 seconds, whereas that at
900Mbps is only about 0.02 seconds. This is consistent with
the observations in [9]. We also observe that even in the
same experiment, the reordering interval is not a constant.
For example, the cumulative distribution function (CDF) of
the reordering intervals in an experiment with a 900Mbps rate
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Fig. 6. Both average and maximum reordering delay times slightly increase
as the packet sending rate increases.
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Fig. 7. Even though the average reordering block size remains almost same
for all sending rates, the maximum reordering block size increases as the rate
increases.

shown in Figure 5 indicates that the maximum and minimum
reordering intervals experienced by the same flow may differ
by more than 100 times. This suggests that previous simulation
results obtained with a fixed reordering interval may not reflect
the actual performance of TCP in the presence of packet
reordering.

Figure 6 shows the average and maximum reordering delay
times measured by first calculating the average and maximum
reordering delay times of each experiment, and then calculat-
ing the average among all experiments with the same sending
rate. We note that even through the results are obtained by
analyzing all experiment results conducted in [9], the plots are
uneven due to the limited number of experiments. However,
we can still see the pattern that both average and maximum
reordering delay times slightly increase as the packet sending
rate increases. For example, the average reordering delay time
at 100Mbps is only 1 packet, whereas that at 900Mbps is more
than 2 packets. In addition, in most cases, the average reorder-
ing delay time is less than 3 packets. That is, a significant
number of reordering events lead to less than three dupACKs,
and then do not trigger false fast retransmit. However, a high-
speed flow is more likely to experience reordering events
with a reordering delay time long enough to trigger false fast
retransmit.

Figure 7 shows the average and maximum reordering block
sizes. We note that the average reordering block size is
relatively insensitive to the packet sending rate, and it is always
very close to 1. That is, in most reordering events, only one
packet is reordered, even for a flow with a high sending rate.
We also clearly see that the maximum reordering block size
increases as the rate increases. This implies that it is more
likely for a larger number of packets to be reordered as an
entity for a flow with a higher sending rate.
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Fig. 8. Simulation Network topology

V. I MPACT OF PACKET REORDERING ON THE

PERFORMANCE OFHIGH-SPEEDTCP VARIANTS

The impact of each of the three reordering parameters on
the performance of high-speed TCP variants is studied via
simulation. We only show the simulation results for BIC [22]
and HSTCP [8] in this section. Since all high-speed TCP
variants use the same TCP fast retransmit and fast recovery
algorithms, other high-speed TCP variants should achieve the
similar performance degradation trends as BIC and HSTCP.

A. Simulation Setup

Figure 8 shows the NS-2 simulation setup. The reordering
generator is introduced between high-speed TCP senderS1

and routerR1, so that only the TCP connection betweenS1

and D1 experiences packet reordering. The bandwidth and
one-way delay of the bottleneck link are set to 1000 Mbps
and 50 ms, respectively. Each source and sink are connected
to the bottleneck link through different access links with delays
randomly varied from 0.1 ms to 0.9 ms to mitigate the phase
effect. To increase traffic dynamics and further reduce phase
effect, various kinds of background traffic are simulated in
both directions.

The three parameters of the reordering generator are set
according to our analysis in section IV. Both the reordering
interval and reordering delay time are random variables with
a distribution approximately following their measured CDFs
respectively. Unless otherwise noted, the averages of the
reordering interval and reordering delay time are set to 0.02
seconds and 20µs, respectively, which correspond to their
measured average values at 900Mbps. The reordering block
size is set to a fixed value of 1 packet.

We use TCP/SACK as the agent for TCP connections
(except for reordering tolerant algorithms that need special
TCP agents). TCP/SACK is chosen for its higher performance
compared with TCP/Reno and TCP/NewReno, and the fact
that most of the reordering tolerant algorithms are based on
TCP/SACK.

B. Simulation Results

Figure 9 shows the impact of reordering intervals on the per-
formance of BIC and HSTCP. We vary the average reordering
interval from 0.01 seconds to 0.5 seconds, and set the other two
parameters to the values given in Section V-A. We make the
following three observations. First, as we expected, a smaller
reordering interval does lead to lower throughput. Second,
the throughput of BIC drops sharply when the reordering
interval is less than 0.02 seconds. This is because when

the reordering interval is small enough so that a flow may
experience more than one reordering event within one RTT, it
cannot efficiently recover from false fast retransmit and fast
recovery. Third, HSTCP suffers more than BIC from packet
reordering. For example, with a 0.5-second reordering interval,
BIC can achieve as high as 400Mbps throughput, however,
HSTCP can achieve only 10Mbps throughput. Intuitively, this
is because BIC is more aggressive than HSTCP in high-speed
networks.

Figure 10 evaluates the impact of reordering delay times.
We vary the average reordering delay time from 0 to 100
µs, and set the other two parameters to the values given in
Section V-A.First, we note that both BIC and HSTCP achieve
very high throughputs, when there is no packet reordering.
However, even a very small reordering delay time (such as 20
µs) can significantly degrade their throughput. This is because
the average reordering interval is set to 0.02 seconds (that
is the average reordering interval of all experiments with a
900Mbps rate conducted in [9]). As discussed in the last
paragraph, this interval is so small that a flow may experience
more than one reordering events within one RTT. With a
small reordering delay time, even though one reordering event
alone may not lead to false TCP fast retransmit, two or more
intermixed reordering events are more likely trigger false TCP
fast retransmit and fast recovery.Second, we see that further
increasing the reordering delay time only slightly reduces the
throughput. Intuitively, once false TCP fast retransmit and fast
recovery are triggered, a longer reordering delay time only
makes the flow stay in fast recovery slightly longer, which
does not change the throughput too much.

Figure 11 plots the throughputs of BIC and HSTCP for
different reordering block sizes. As we can see from the figure,
the impact of the reordering block size is very similar to that of
the reordering delay time. Even a small reordering block size
(such as one packet) can significantly degrade the throughput
of BIC and HSTCP. However, further increasing the reordering
block size only slightly reduces the throughput. The reason
is that the TCP/SACK mechanism can recover quickly from
multiple lost packets or reordered packets in one congestion
window unless the succeeding partial ACKs are triggered.

The simulation results shown in this section demonstrate
that all three reordering parameters negatively affect the per-
formance of high-speed TCP variants. When the reordering
interval is very small as measured in DARPA SuperNet
[9], high-speed TCP variants suffer significantly from packet
reordering even with very small reordering delay times and
block sizes.

VI. EFFECT OFEXISTING REORDERING-TOLERANT

ENHANCEMENTS OFTCP

A. Evaluation of Existing Reordering-Tolerant TCP Enhance-
ments

In this section, we evaluate the effectiveness of current
reordering-tolerant algorithms in high-speed networks. We
simulate TCP-NCR [24], AVG-DEV [14], and TCP-RR [23],
which are three recently proposed algorithms to make TCP
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Fig. 9. The shorter the reordering interval, the lower the throughput of high-
speed TCP variants. BIC achieves better performance than HSTCP, but still
suffers from very small reordering intervals.
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Fig. 10. Even a small reordering delay time (such as 20µs) can significantly
degrade the throughput of BIC and HSTCP. However, further increasing the
reordering delay time only slightly reduces the throughput.
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Fig. 11. Even a small reordering block size (such as 1 packet) can
significantly degrade the throughput of BIC and HSTCP. However, further
increasing the reordering block size only slightly reduces the throughput.

more robust to packet reordering. They use slightly different
methods to prevent false TCP fast retransmit and fast recovery,
and their simulation results show that they work better than
other similar reordering-tolerant algorithms in their studied
simulation environments.

We have obtained similar simulation results for both BIC
and HSTCP, and below we show the results for BIC only.
We simulate BIC with each of these reordering-tolerant algo-
rithms, and evaluate their effectiveness as we vary each of the
three reordering parameters of our reordering generator. We
use the same sets of simulation parameters as in Figures 9, 10
and 11.

Figures 12, 13 and 14 show the effectiveness of these three
reordering-tolerant algorithms as we vary the reordering inter-
val, reordering delay time, and reordering block size. We also
show the throughput of BIC without any reordering-tolerant
algorithm (referred to as BIC-SACK in figures) as a reference
case. We make the following three observations.First, all
reordering-tolerant algorithms can significantly improve the
throughput of BIC in all simulation scenarios. For example,
BIC-SACK achieves less than 10Mbps throughput in most
cases, whereas BIC with any of TCP-NCR, AVG-DEV, and
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Fig. 12. Existing reordering-tolerant algorithms can significantly improve the
throughput of BIC. However, BIC still suffers from packet reordering with
small reordering intervals
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Fig. 13. Existing reordering-tolerant algorithms can significantly improve
the throughput of BIC. BIC can achieve very high throughput even with long
reordering delay times.
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Fig. 14. Existing reordering-tolerant algorithms can significantly improve the
throughput of BIC. However, BIC still suffers from packet reordering with
large reordering block sizes

TCP-RR achieves a rate greater than 100Mbps in all cases.
Second, TCP-NCR consistently performs better than the other
two algorithms: AVG-DEV and TCP-RR. This is expected,
since TCP-NCR has the largestdupthresh(i.e., the number
of dupACKs to trigger TCP fast retransmit and recovery) and
the virtual layer.Third, even with TCP-NCR, BIC still suffers
from packet reordering, especially with small reordering in-
tervals and large reordering block sizes. For example, Figure
14 shows that BIC with TCP-NCR achieves only 463Mbps
throughput with a reordering block size of 2 packets, whereas
it achieves 632Mbps throughput with a reordering block size
of 1 packet. Intuitively, even though TCP-NCR can effectively
prevent most false TCP fast retransmit and recovery due to
packet reordering only, it cannot recover quickly from TCP
fast retransmit and recovery caused by packet loss and packet
reordering.

B. Related Reordering-Tolerant TCP Enhancements

Most reordering-tolerant algorithms increase thedupthresh
from the default value of 3 to a larger number to prevent
false TCP fast retransmit and recovery. Blanton and Allman
[5] adjust dupthreshusing reordering history based on D-
SACK information [27]. TCP-RR [23] proposed by Zhang
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et al. uses D-SACK and a cost function of timeout and
false fast retransmission to adjustdupthresh. AVG-DEV [14]
developed by Ma and Leung adjustsdupthreshby considering
both the average and the deviation of reordering history. TCP-
NCR [24] designed by Bhandarkaret al. setsdupthreshto
approximately the size of a congestion window. TCP-Aix [25]
recently proposed by Ekström et al. adjustsdupthresh, and it
separates loss recovery from congestion control.

Some algorithms, such as TCP-PR [6] proposed by Blhacek
et al., use a time threshold based on RTT estimation to trigger
TCP fast retransmit and recovery, instead of the number of
dupACKs. Some algorithms, such as RN-TCP [21] developed
by Sathiaseelan and Radzik, require additional information
from routers to distinguish packet reordering from packet
loss. A more comprehensive survey of reordering-tolerant
algorithms can be found in [26].

VII. C ONCLUSION

In this paper, we presented a new packet-reordering gener-
ator which can be described by three parameters: reordering
interval, reordering delay time, and reordering block size. The
new reordering generator enables us to study the impact of
each of these three parameters on the performance of high-
speed TCP variants. We also analyzed the experiment results
measured in DARPA SuperNet [9]. Our analysis result is
consistent with the findings in [9] that the average reordering
interval decreases as the packet sending rate increases. We
also find that the reordering delay time and reordering block
size slightly increases as the packet sending rate increases. All
of these analysis results imply that a TCP flow with a high
sending rate is more likely to experience more false TCP fast
retransmit and recovery due to packet reordering.

We also performed NS-2 simulation to study the perfor-
mance of high-speed TCP variants in the presence of packet
reordering. Our simulation results demonstrate that all three
reordering parameters negatively affect the performance of
high-speed TCP variants. When the reordering interval is
very small as measured in DARPA SuperNet, high-speed TCP
variants suffer significantly from packet reordering even with
very small reordering delay times and block sizes.

Finally, we evaluated the effectiveness of the existing
reordering-tolerant TCP enhancements. Our simulation results
show that current reordering-tolerant algorithms can signifi-
cantly improve the performance of high-speed TCP variants.
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