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Abstract— This paper examines the interactions between high in long distance Ethernet networks and datagrid context.
speed Ethernet switches and TCP in high bandwidth delay
product networks. First, the behavior of a range of Ethernet Il. ETHERNET SWITCHES DESIGN AND ALGORITHMS

switches when two long lived connections compete to the same Devel f Eth t itchi . tf the bi
output port is investigated. Then we study the impact of thes evelopers o ernet switching equipment tace the big

switches behaviors on TCP protocols in long and fast network Cha”enge_Of P'fO_Viding high performance and ﬂeXib_|e equip-
(LFNs). Several conditions in which scheduling mechanisms ments while driving equipment cost as low as possible. Most

introduce heavy unfair bandwidth sharing and loss burst which  of current non-blocking high speed Ethernet switches ailé bu
impact TCP performance are shown. around a crossbar switch using a fixed-size cell as a transfer

Keywords: Ethernet switches, queue management, highit A crossbar switch is simple to implement and it allows
speed transport protocol, cross-layering multiple cells to be transferred across the fabric simulta-
neously, alleviating the congestion found on a conventiona
shared backplane.

Most transport protocol designers addressing wired net-However, when several cells destined for the same output
works do not take link layer behaviors into account. Thegrrive in a time slot, at most one can actually leave the
assume a complete transparency and determinist behagwitch; the others must be buffered. There are many options
(i.e. fairness) of this layer. However, Ethernet switches afor organizing the buffer pools. Buffers may be placed at the
store-and-forward equipments, which have limited buffgri switch inputs, at the outputs, at both inputs and outputat ar
capacities to absorb congestions that can brutally ocoertal centralized location. Output-queueing is a queueing tiecten
bursty nature of TCP sources [1]. Thus many Ethernet swatchia which all queues are placed at the outputs.There are no
use contention algorithms to resolve access to a sharest trajueues at the inputs. All arriving cells must be immediately
mission channel [2]-[4]. These scheduling algorithms atm delivered to their outputs which is a limiting factor at very
limiting the amount of data that a subnet node may transnhigh speed. When there are queues at the inputs the memory
per contention cycle. This helps in avoiding starvation fas only required to operate at twice the line rate, makingitap
other nodes. The designers of these algorithms have to fipgeueing of interest for high-bandwidth switches. Unfertu
a trade-off between global performance and fairness okthestely, it is known that an input-queued (IQ) switch with a
equipments in a range of traffic conditions [5]. Consideringingle FIFO queue at each input performs poorly due to head-
the case of grid environment where many huge data transfefdine (HOL) blocking limiting the achievable bandwidtb t
may occur simultaneously, we explore the interactions betw approximately 58.6% of the maximum. A viable solution -
these layer 2 congestion control and scheduling mechanistims virtual output queueing - has been introduced for HOL
and TCP and try to understand how they interfere. The isshlcking elimination. However, the scheduling problem in
is to understand how the bandwidth and losses are distdbutOQ switches is more complex than the one in single FIFO
among flows by switches when traffic profiles correspond switches. VOQ switches maintain several queues at each inpu
huge data transfers in long distance high speed networkls, &f0Q switches require the use of a scheduler to configure the
the implication on transport protocols design. switch, deciding which input to connect to which output in

After a brief introduction on switches design and their arbeach packet-time. In this case, the scheduler determirees th
tration algorithms, the second section of this paper deth# performance of the switch: the throughput of the switch, the
experimental protocol adopted and the observed parametekday experienced by each packet and the number of packets
In the third part, we look, from a packet level point of viewlost due to buffer overflow. Among the proposed VOQ algo-
at the steady-state behaviors of constant bit rate flowsicngs rithms, Parallel Iterative matching (PIM) [3], iSLIP [4] dn
several types of switches. In the fourth section, we stugy tkvave front arbiter (WFA) were demonstrated to be practical
interaction of such behavior with transport level protacdlhe for high-bandwidth switches and shown to achieve 100% or
paper ends by a discussion on the problems of switch desigase to 100% throughput whehe traffic is uniform. PIM

I. INTRODUCTION



uses a random approach by choosing randomly packets amBngParametric space

contending input ports whereas iSLIP uses a round—robin._l_h G ¢ . id dina fi
Most of algorithm validation have considered only uniform e first set of experiments considers two contending flows

traffic patterns (Figure 1(a)): a uniform distribution betm at d|ff§rent CO”Sta?”t rates. This pe Fmits to obser\_/e t_hecbm
all ports, all flows presenting an equal rate and Bernouiild.i b_ehawor under d|fferen_t conges_tlon levels, to hlghllgﬂrte
(independent and identically distributed) arrivals. Nomtoge- differences betwee_n swﬁc_hes using mean and_ variance of per
neous systems where traffic intensity at each input varids :ﬂPW OUtPUt bandwidth. Fine-grained observations have .bee_n
destination distribution is not uniform (Figure 1(b)) haween made using sequence numbers to observe per-packet sitchin

little considered because such traffic patterns are diffiul zehawo(rfﬁln presence of two :;IOWCS:' we alfsume L2 eqrt:lprr;]ents
define exhaustively. From a global point of view, all alglomits 0 not differentiate UDP and TCP packets. Tests that have

(’% en made corroborate this fact. Layer 2 experiments were
point of view results can be quite different [6, chapter 18]. then conducted with UDP flows as they can be generated easily
general, detailed design and algorithms adopted in swétci%y GtrcNET—; and as they can be sent at a con:stant rate.

are not revealed by the equipment provider. This study ex- The following parameters were explor_ed: flows_ rate, packet
plores real switches behavior under imbalanced trafficepatt |€ngth and measure interval I?ngth. Different high levefls o
conditions corresponding to the realistic case of simeitars CONgestion using different flow's rates were used : 800, 900,

bulk data transfers in datagrids using high speed TCP wariarP>0 and 1000 Mbps . These rates are transmission capacity
(TC) used to generate UDP packets. Transmission capacity

Input ports Output ports  Input ports Output ports specifies the bitrate (including Inter Frame Gaps and pream-

ble) of an emulated Ethernet link. Experiments were syrictl
]ED ]ED included in the period of packet generation. IP packet kengt
]]]]]@ ]]]]]@ is set to 1500 bytes as high-speed connections use full size

packets. In order to observe output flow bandwidths, packets
]]]]ID ]]]]ID were counted on intervals of 400 and 10@9 (around 33 and

83 packets at 1 Ghps).
JIITT] Queue TIIII] Queue

(a) With uniform traffic pattern(b) With non-uniform traffic pat-
tern IV. STEADY-STATE BEHAVIORS OF LONG CONSTANT BIT

RATE FLOWS

attempt to achieve fairness among input port but from a lo

Fig. 1. 3x3 ports switch ) ] )
This section presents some of the bandwidth patterns ob-

1. EXPERIMENT DESCRIPTION served on the output port of the Foundry Fast IronEdge X424
' switch when two long CBR (Constant Bit Rate) flows are sent
To Observe the bandW|dth Sharing, IOSS and fairneSS patteﬂﬁ\"ough this Output port_ We On'y concentrate on 1500 bytes
on a congested output port of a switch, a specific testbed asigtkets as high throughput flows use such packets size (or ove
a restricted parametric space were used to explore 1 GRf jumbo frames). Only one of the two flows is represented.
Ethernet switches behavior. Experiments described in thigg|| experiments, the sum was always constant at 986 Mbps.
paper are available in the research report [7]. Measures are made using 1 ms intervals.

A. Testbed description
The experimental testbed consists of two sources connecfedTwo CBR flows with same rates
to two ports and one common sink connected to a third portIn figure 2(a), flows have the same input rate and it can be

of a SW't(?h' GtreNET-1 [8] is used to both _generate Fraﬁlcobserved that they are strictly alternatively forwardetere
and monitor the output flows. GtrcNET-1 is an equipment
gre many changeovers between the two flows but they appear

made at the AIST which allows latency emulation, bandwid o
Lo . . . 0 be completely random. The aggregated bandwidth is nearly
limitation, and precise per-stream bandwidth measuresriant

constant and one flow can starve for more than 100 ms (for

GigE networks at wire speed. GtrcNET-1 has 4 GigE interfaces .
. . example: flow 1 between 1.6 s and 1.7 s). In the case of
(channels). Tests were performed with several switches . .
bytes packets with 1 Gbps rates, we observed a similar
most of the results presented here are based on a Foundry - . . :
) ) ehavior except that during the changeovers, the bandwidth
Fastlron Edge X424 and a D-Link DGS1216-T. Firmware .
. L o IS more fairly shared (600 Mbps-250 Mbps). The aggregated
version of the Foundry switch is 02.0.00aTel. “Flow coritrol D .
C L . bandwidth is nearly constant but not optimal.
is disabled on all used ports and priority level is set to When both di ¢ | than th ) ¢
0. According to manufacturer’s documentation, D-Link has eln 9%0 I\S/Iek))n mgltLa es aret_essl aln ; igrg;x[ml;.m (for
512 KB and according to command line interfesfgow mem example ps with congestion level o o In figure

command, Foundry switch has 128 MB of RAM but for bot (b)), flows do not starve but a real unfair sharing is obsgrve
the way rr;emory is shared among ports is not known or more than 300 ms. For example, from time 1.45st0 1.75 s,

one stream is running at more than 900 Mbps and the other
Ihttp://ww. gtrc. ai st.go.jp/gnet/ at less than 50 Mbps.
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Input rate CHO (Flow 1) CHO (Flow 2)

m T T CH2Z [ CH3 | ave [ max | min | var | ave max min | var
1000 | 1000 | 800 988 666 | 19K 188 323 0 19K
800 800 197 197 197 0 792 791 792 0
500 500 494 | 494 | 494 0 494 494 494 0
800 600 569 | 574 | 566 4 419 | 42252 | 414 3

TABLE |
(a) 1000 Mbpg"-l—”lOO(/) Mbbs (b) 900 Mbp§“+”900 /Mbpg Two CBRFLOWS ONFOUNDRY FASTIRONEDGE X424
| et To conclude this section, it seems switches behavior divide

in two different classes. In the first one, which correspaiads
non-blocking switches, starvation can occur and high naga

((;) 1000 Mbgs + 900 Mbps (;,) 950 Mbps™+ 900 Mbps under severe congestion can be experienced. In the second

one, which are much simpler switches, low variance and no

Fig. 2. Output bandwidth of flow 1 when two flows share one ourt ~ Starvation occurs. As TCP connections have no knowledge of
(1500 bytes packets) which switches are in the network, it can be guessed that the
behavior and performances of the connections can be highly
and differently impacted (see section V).

B. Two CBR flows with different rates

Figure 2(c), shows that when the two flows are sending at
different rates (with one at wire speed), instant flow rate da. Steady-state switch’s characteristic for CBR flows
the output port varies among a set of values. When none of the ) ) o
flows is at 1 Gbps speed and flows do not have the same rat¥/hile previous section showed metrics in a small number
(figure 2(d)) the sharing is closer to what would be expect&] Situations for several switches, this section preseatses
(fair sharing). With 1 ms interval observation the aggregafelrics for two switches for a range of input rates (from 0
throughput is nearly constant and optimal. to 1 Gbps by 20 Mbps). In order to (;haragt(e_rlze swnphmg

We conclude that sharing amongst input ports is re(,ﬂR;ehaw_ors, the ratio of output bandvv_|dth divided by input
unfair on “short” time scale when sending rates are equal Bandwidth were measured for each input rates (from 0 to
when one is at wire speed with this specific nonblocking high GPPS by 20 Mbps). Standard deviation of the rates were also
speed switch. Each flow alternatively loss bursts of packef@éasured. Each experiment lasts 12 seconds, measurements
Around 8300 packets of these size should have been lost'gye been done on 1 ms intervals and have been repeated 3
1 Gbps speed within 100 ms. When none of the two ratestiges-
at wire rate, the sharing is much better. Note that in therothe Figure 3(a) shows the isoline of the ratio of output band-
cases, the rate limitation is obtained by pacing packets. TWidth divided by input bandwidth of flow 1 on Foundry switch
following sections present some complementary measurismefigures for flow 2 are similar but symmetrical). X axis is the
for a range of gigabit ethernet switches. input rate of the first flow and Y axis the one of the second

flow. It can be observed that the isolines tends to join at one

C. Quantitative measures for CBR flows with a range @fint. When there is no congestion (below the line joining
switches (0, 1000) and (1000, 0)), the ratio is equal to 1, in other

In this section, statistical metrics for two flows crossing/ords there is no drop. Figure 3(b) shows the D-link switch's
different switches with different input rates are presdntebehavior is completely different and probably related te th
Throughput measurements have been made using 100 $wéches design. If the input rate of the flow 2 is less or equal
intervals. It can be observed that table | shows a very hig® 500 Mbps, its output rate is always equal to the input rate
variance and minimum throughput of 0 Mbps when the inptiggardless of the input rate of flow 1 as we can observe on
rates are equal to 1000 Mbps whereas with D-Link switchie left side of the figure. This switch as probably no input
the throughput is always equal to 494 Mbps. Cisco 3750 afigeues and manages contention with a simple round robin
4948 show similar behaviors as Foundry switch while Huawgiechanism.
S5648 and Dell 5224 are close to D-Link switch. The three Figure 4 shows the standard deviation of the output band-
first switches tend to make one of the flows starve for periodsdth for the flow 1 with the Foundry switch (with 1 ms
of time longer than 100 ms when the congestion is severaeasurements’ interval). The standard deviation is qoite |
These three switches also perform unfair sharing under highthe usual case. But when the input rates are the same or
congestion whereas the three last always split the availaklhen one of them is at the maximum, more deviation can
bandwidth around 494 Mbps when the input rates are equdis. observed. The highest standard deviation is obtained whe
With the D-Link switch, it also occurs when the input ratethe two flows are at 1 Gbps. That is when alternate complete
are different and the output port is congested. starvation of one of the flows was observed.
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put e ) s Fig. 6. Evolution of sequence number of packets on the oufmrt
(@) Foundry (b) D-Link (400 Mbps + 400 Mbps (1500 bytes) on Foundry switch)

Fig. 3. Isoline of output bandwidth over input bandwidth ofwil 1 on

Foundry switch dropped by burst. The case with 400 Mbps flows and D-link
(50 e switch is similar to Foundry one. This confirms the two tested
e switches have likely different design and queue management
s Zhedl B strategies. Next section examines how these Ethernetimsitc
U ey w0 i performance impact TCP performance.
=] st i V. IMPACT ONTCP
5 o As TCP uses a congestion avoidance mechanism, one can
i e assume this prevents such high congestion level on switches
0 100 200 300 400 00000 700 %00 900 1000 output ports to occur. However in the slow start phase as
gt 1t 1 (W) the congestion window is doubling at each RTT and during
aggressive congestion window increase phases (as in B)C [9]

Fig. 4. Isoline of standard deviation of output bandwidthfloiv 1 on .
Foundry switch flows can send very long trains of back-to-back packets and

face severe congestions in Ethernet equipment.

E. Sequence number analysis A. Slow start experiment

In this section, instead of monitoring the output bandwidth In this section, we study the impact of L2 packet scheduling
the sequence numbers of forwarded packets are monitoralgorithms on already established flows when a new connec-
Figure 5 shows the situation with two 1000 Mbps flows antion starts. The testbed used is similar to the one presented
figure 6 with two 400 Mbps flows on Foundry switch. In thesbefore but the first CBR flow was replaced by a burst of
figures, the sequence number of a packet at the date it wasiable length. In this experiment, the bandwidths oladin
observed on the output port is represented by an impulsanlt by the CBR flow and the burst were measured. We assume
be noticed that when the two flows are at max speed, (figure #)at the amount of CBR flow’s lost bandwidth corresponds
only one flow is forwarded at a time most of the time. Wheto a number of packets lost as in a long run situation, the
flows sending rate are less than half of the capacity, outmwitch can’t buffer all the packets. Figure 7 represents the
packets are picked alternatively from the two flows (figure éstimated number of loss that the first flow experienced as a
is a zoom-in of a short interval). function of the length of the burst with different switchéss.
can be seen that generally the burst gets most of his packets
going through the output port, which causes a large denten th
CBR flow. But again two different behaviors can be observed.
. Figure 7(b) shows very regular lines for the DELL, D-Link
| and Huawei switches whereas they are very noisy for the Cisco
- and Foundry switches (figure 7(a)) which might indicate ¢hes
i ‘ || switches use more sophisticated algorithms.

,,,,,,,,,,,,

(a) Sequence fiumber of flow Lb) Sequence fiumber of flow 2

Fig. 5. Evolution of sequence number of packets on the oufmt e
(1000 Mbps + 1000 Mbps (1500 bytes) on Foundry switch) P

On D-Link switch, even when the two input rates are -
1000 Mbps, packets are forwarded alternatively from the =
two ports while others are alternatively dropped. Sequence ”fn Il e i
numbers of forwarded packets are growing by from 1 to 3 (a) Foundryand Cisco (b) DELL, D-[ink"and Huawei
as there is only 1000 Mbps of bandwidth on output port
and some of the input's packets have to be dropped. Thig. 7. 1000 Mbps CBR flow's losses due to a burst as a functioitso
is different from the Foundry switches where packets atength
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As switches induce different packets drop patterns in con-
gested situation, the next section will explore how diffdgre
TCP variants under various latencies, with and without SACK
on blocking (D-Link) and nonblocking (Foundry) switches,
adapt to these behaviors. Here, due space limit, we corentr
on BIC and Reno and two latency 0 ms RTT and 50 ms RTT
latencies results.

B. Comparison of TCP variants behavior on different switche

Fig. 9. Throughput evolution of one of the two BIC flows with GK (0 ms

el ‘H N

Experiments use four hosts: two senders and two receive¥sT) on Foundry switch

all runningi perf on 2.6.17 linux kernel. The two flows
involved share a 1 GbE link of configurable RTT: 0 ms or
50 ms. Bottleneck takes place in the switch before this link.
We observe the two flows on this link using the GtrcNET-1
box. All the experiments share the same experimental pooitoc
first flow is started for 400 s, 20 s later second flow is
started for 380 s. In these experiments, TCP buffers were set
to 25 Mbytes and xqueuel en to 5000 packets to avoid
software limitation on end hosts.

Figures presented in this section represent flows’ through-
puts on 0 ms and 50 ms RTT GigE links. Fig. 10.

Throughput evolution of one of the two BIC flows witihG&K

1000
200 k P
600

[ty

(50 ms RTT) on Foundry switch

Comparison between figures 8 and 9 which differ only by
the switch used, shows that even when important buffers are
not needed because the latency is small and so is the conges-
tion window, packets scheduling algorithms can impact TCP
behaviors. We can observe a higher variability of throughpu
and period of starvation on figure 9.

When the latency is more important, it become more diffi-
cult to charge buffer size or scheduling algorithm but we can
also observe on figures 10 and 11 that protocols are impacted
differently. On figure 11 we can observe the consequence
of an important buffering inside the switch which artifityal Fig. 11.

roughpt (Mbps)

Throughput evolution of one of the two Reno flows WBACK

4 <

4

time (5)

increases the RTT from 52 ms at 75 s to 80 ms just befd® ms RTT) on Foundry switch

time 150 ms.

- — aggressive than Reno tends to lose more packets but is able

T to react more quickly.

7 - ) Mean goodputs
§: TCP variant | Sack? | Switch 0ms RTT | 50 ms RTT
f” Yes Foundry | 524 & 417 | 394 & 372
BIC D-Link 469 & 468 | 208 & 168
No Foundry | 381 & 471 | 224 & 192
D-Link 366 & 361 | 146 & 118
Yes Foundry | 480 & 461 | 412 & 345
E Reno D-Link 436 & 434 | 180 & 141
No Foundry | 452 & 433 | 516 & 254
D-Link 379 & 364 | 177 & 154

Fig. 8. Throughput evolution of one of the two BIC flows with SK (0 ms

RTT) on D-Link switch

MEAN GOODPUTS OF2 FLOWS SHARING ONE PORT FORB80s (MBPYS)

On table II, we can observe that mean goodput is higher
when using Foundry switch than D-Link one. Table Il high-
lights the fact that there is more retransmission with DkLin
switch than with Foundry with 0 ms RTT. In this case, both

TABLE Il

VI. DISCUSSION

flows tend to send packet back to back which is the worseThis work on interaction between transport protocols and

case in term of contention put to the switch.

layer two equipments in the context of high speed wired net-

Figures and tables of this sections have shown that thverks highlights different behaviors and level of performna
behaviors and performances of TCP variants on differeot these protocols in specific situations. Switches havenbee
switches can dramatically vary. BIC protocol, which is morevaluated in an extreme situation which is not likely to be
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Retransmission per seconds|

TCP variant | Sack? | Switch omsRTT | 50ms RTT such as grids. This paper reveals several conditions intwhic
Yes | Foundry | 632&581 | 150& 158 scheduling mechanisms introduced in non-blocking swiche
BIC DLk [ Zroazerzl 24828 introduce heavy unfairness (or starvation) on large iraisrv
No |_foundry | 433&534 | 66&7.7 y " sla g
D-L":jk 4712&4932 45&39 (300 ms) and loss bursts which impact TCP performance.
cen ves [TOuRCY | 202400 | 0403 These conditions correspond to situations where sevegs hu
N Foundry | 475&468 | 04&05 data movements occur simultaneously. It also shows that
0 D-Link 94.0 & 100.6 01&0.1 . . . . .
behaviors are different from switch to switch and not easily
TABLE Il predictable. These observations offer some tracks torhatte

derstand layer interactions. They may explain some coiugest
collapse situations observed in real experiments and why an
how parallel transfers mixing and pacing packets of diffiere
connections take advantages over single stream transfers.
We plan to pursue this investigation of layer 2-layer 4
the one for which switches algorithms were optimized. Wigteractions and explore how to model it and better adapt
considered non-uniform traffic: only three ports (two inpugontrol algorithms to fit the new applications requirements
ports and one output port) among more than 24 are used AW@ also plan to do the same precise measurements with
put to a high congestion level. However, this situation issm flow control (802.3x) and sender-based software pacing [10]
uncommon in a datagrid context where large amount of dasdich both tend to avoid queue overflows and modify packets
can be moved between nodes with a low multiplexing levéiterarrival.
and a non-uniform distribution of sources and destinations
For example, grids often use Ethernet over DWDM as long

distance clusters interconnection. Congestions betweers fl This work has been funded by the French ministry of
; - ~ong Education and Research, INRIA, and CNRS, via ACI GRID’s
generally take place in Ethernet switches and occur on a lo

latency link or a local link depending on nodes involved. Grids000 project and ACI MD's Data Grid Explorer project,

We have seen that sophisticated switching algorithms tl}e IGTMD ANR grant, NEGST CNRS-JSP project, and

nonblocking switches do not handle very predictably suct e INRIA GridNet FJ team. A part of this research was

stressing conditions. Further investigations are thenlegd¢o Supported by a grant from the Ministry of Education, Sports,

) . : Culture, Science and Technology (MEXT) of Japan through
understand what really happen in switches and how to improye . . o .

S : «a the NAREGI (National Research Grid Initiative) Project and
protocol in this particular context. For example, are “oRfi

ports managed differently? How is the memory manage(tJP?e PAI'SAKURA 100000SF with AIST-GTRC.

What is the buffer length of a port? Is there different swiitch
strategies applied depending on inputs’ “load”? When ikbac
pressure through Ethernet PAUSE packets triggered?

To better design high speed transport protocols over next-

NUMBER OF RETRANSMISSIONS PER SECONDS FARFLOWS SHARING
ONE PORT FOR380S (PKT/S)
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