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Abstract— To address the inefficiency of standard TCP’s approach to probing an appropriate window size. The H-
additive-increase multiplicative-decrease (AIMD) contol in high TCP proposal considers both the elapsed time since the last
bandwidth-delay product networks, several end-to-end cogestion s event, and the measured round-trip time to configure the

control algorithms were proposed. However, these proposs) )
for example High-Speed TCP and Scalable TCP, have failed window update rules. On the contrary, FAST TCP takes a

to decouple efficiency control and faimess control. Often fygh radically differgnt, delay-based approach. _
aggressiveness (for good efficiency) is achieved at the piof Several studies have focused on router-assisted confipls [

poor fairness. The proposed Exponential TCP (EXP-TCP) is [8]. XCP [7] adjusts its aggressiveness according to the
an end-to-end algorithm that decouples efficiency control 8 andwidth left in the network and the feedback delay. It

fairness control. With EXP-TCP, first the absolute incremert of . . .
congestion window sizecwnd grows exponentially, resulting in also reallocates bandwidth for flows with unfair shares. XCP

O(log(cwnd)) time between two consecutive loss events in steady-S0lves the unfairness problem by decoupling utilizationtoal
state. This exponential growth provides high efficiency evewhen and fairness control. However, XCP can utilize its advaesag
the bandwidth is extremely high. Second, the relative growt only if all routers are upgraded with XCP functionality. §hi
ratehof two competing ?O,WS is proportional to v ‘?“r’]”dv reﬁ“',ti”% would require non-trivial standardization and major uggs
:gstsees.cog)\é%r%_egge itso ;lr:]npﬁzs ;nrgpirstgsevgr:‘lyw'ttwosyggra":fe(iers: in deployed networks. VCP [8] Ieverages the two ECN. bits,
multiplicative decrease parameter 3 and exponential increase SO that routers can return more precise feedbacks. Althdgugh
parameter ~. We use simulations to evaluate EXP-TCP under requires minor changes to the routers, the deployment sost i
various configurations, including a wide range of bottlenek not significantly lower than that of XCP.
bandwidth, a large nu.mber of competing rovys, mixed long-lied In this paper, we focus on pure end-to-end algorithms.
flows and short Web-like traffic, and sudden increase/decres of \yis otice that many end-to-end algorithms do not decouple
traffic demand. - . . o .
efficiency control and fairness control, causing difficestito
achieve both efficiency and fairnessx#&=TCP distinguishes
absolutecongestion window growth ancklative growth be-
tween two flows. By doing so, the increment of conges-
Standard TCP uses additive-increase multiplicative-eiss tion window size grows exponentially, while convergence-t
(AIMD), in which the congestion window sizewnd is fairness is still guaranteed XB-TCP uses history information
increased by a constant if one window of packets is acknoviit its increase rule. It is a stateful control scheme, as epgdo
edged, and it is halved when a loss event is detected timstateless controls such as HSTCP and STCP, which use
triple duplicate acknowledgments. Standard TCP is ineffici only the current congestion window size to determine the
in high bandwidth-delay product (BDP) networks. Because @findow increment. Yet EP-TCP is simple and uses only
its additive-increase rule, standard TCP cannot grab @@l two parameters, the multiplicative decrease parametettzand
bandwidth quickly and leads to poor network utilization. T@xponential increase parameter. It is worth noting iRPE
address this, many algorithms and protocols are proposa@@P the slow-start phase is considered as a special stateles
Broadly, they fall into two categories: pure end-to-endteols case of the increase rule, where history information dodgs no
and router-assisted controls. exist or is lost. The paper is organized as follows. Sectlon |
Examples of pure end-to-end controls include High-Speélgscribes the Er-TCP algorithm. To evaluate our proposal,
TCP (HSTCP) [1], Scalable TCP (STCP) [2], BIC TCP [3]we use ns-2 simulation using a wide range of bottleneck
H-TCP [4], and FAST TCP [5]. HSTCP adjusts the AIMD in-bandwidth (2.5Mbps to 10Gbps), a large number of competing
crease and decrease parameters as functions of currergszoniows (2 to 512 flows), mixed long-lived flows and short Web-
tion window size. When the congestion window size is largéike traffic, and sudden increase/decrease of traffic demand
HSTCP becomes more aggressive. STCP uses multiplicatiézection Il describes our simulations and the results.
increase multiplicative-decrease (MIMD),_ and sets thegase Il Exp-TCP CONGESTIONCONTROL
and decrease parameters to a set of fixed values. However,
it was discovered that STCP performs poorly in achievingy- Decoupling Efficiency Control and Fairness Control
fairness between two competing flows [6]. The same problemThe work on Exp-TCP is motivated by the lack of de-
exists for HSTCP, and BIC TCP which takes a more compleoupling efficiency and fairness control in previous end-to

I. INTRODUCTION
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end control algorithms. The standard TCP algorithm usesndow size just after the last decrease. For exampleyd,
AIMD control. Efficiency and fairness are achieved by thean be the congestion window size after the slow-start r(afte
combined use of additive increase and multiplicative d#éhe decrease in the end of slow-start), or the congestion
crease [9]. New proposals such as HSTCP and STCP expleihdow size after the previous multiplicative decreasehie t
the tradeoffs between efficiency and fairness, but have remngestion avoidance phase. In summanypd, denotes the
been able to decouple efficiency control and fairness corengestion window size at the beginning of the current con-
trol. For example, Scalable TCP (STCP) is an instance géstion avoidance epoch (an epoch stands for the time betwee
multiplicative-increase multiplicative-decrease (MINIDThe two consecutive decreases in the congestion avoidance)phas
use of the multiplicative-increase rule makes it more dwala In the same congestion avoidance epaeiv;dy is a constant.
in probing network capacity (thus often good efficiencyMWe emphasize that the use ofvnd, makes KpP-TCP a
However, MIMD control has been shown to have difficulties tetateful control mechanism. In addition, like the AIMD rule
converge to fairness. HSTCP uses a more aggressive increhge seemingly complicated rule is computationally inexpe
rule when the congestion windawwnd becomes larger. When sive, sincey/cwndy needs only to be calculated once in the
the congestion window is large, the increment per roundeginning of each congestion epoch.
trip time (RTT) is asymptotically at the order efvnd’® to We claim this increase rule decouples efficiency control and
achieve the proportional relationshipnd o« p~°-33, wherep fairness control. To understand this, let us first examiree th
is packet loss rate. While efficiency is improved, convemgenevolution of congestion window size. We first notice that in
to fairness is worsened since the increase moves closerotee RTT,cwnd is updated aboutwnd times. The aggregate
multiplicative-increase. To summarize, in both HSTCP areffect is approximately increasing the window size fyx
STCP, since efficiency control and fairness control are n@twnd — cwndy + +/cwndp). In general, we can verify via a
decoupled, improving efficiency often leads to poor faimessequence of iterations that afteRTTs, : > 0, the congestion
or vice visa. window sizecwnd; is approximately,

To decouple efficiency control and fairness control, we first i
observe there are two targets when designing window updat§"di = cwndo — /cwndy + (1+7)" x v cwndp.

rules. First, to maximize efficiency, we need that &tesolute From this equation, we can see two properties: (1) the con-
or asymptotic aggressiveness of an individual flow be highestion window size grows exponentially over time, and (2)

Linear increase is considered not efficient and superdinege growth is also proportional t¢/cwndy.
increase (including exponential increase) is desirakdeosd,

to improve fairness, we need to set tle¢ative aggressiveness
of competing flows appropriately. These two objectives #thou WD

not be conflicting. Unfortunately, in the previous HSTCP and /VBW’RTT
STCP protocols, they conflict each other. The current conges
tion window size determines both the absolute aggresssgene
and the relative aggressiveness. In that sense, both pistoc apw WOSRTT
arestatelessontrols. This suggests that to decouple efficiency
control and fairness control, we may nestdtefulcontrols that Oogz. )
use more than the current congestion window size, e.g., some

history information, to indicate the network condition. 1Ou
ExP-TCP is designed under this guideline.

TIME

0
B. ExP-TCPWindow Increase/Decrease Rules , _ _ _ _
Fig. 1. An illustration of the evolution oféwnd in ExpP-TCP .

Exp-TCP maodifies the standard AIMD rules to update
congestion window size in the congestion avoidance phaseThe first property is important for -TCP to achieve
It uses a multiplicative-decrease rule. On each loss eveet, efficiency in high BDP networks. Since the absolute window
window size, in number of packets, is updated according tQjrowth is exponential, the sender can probe available band-
width fast. In steady-state with periodic losses (as shawn i
Figure 1), the duration of each congestion epoch is at therord
where 3 is set to a small value 1/8, resulting in a moderatef O(log W), whereW is the congestion window size when
decrease and often high network utilization. a loss is detected. For example, whénr= 1/8 the duration

The increase rule of ¥P-TCP is as follows. On receiving is approximatelfog,; .. @ The growth function becomes
the acknowledgment for each packet, the congestion windemore and more aggressive when no loss event is detected.

cwnd «— (1 — ) x cwnd,

size is updated according to: The growth rate becomegsW per RTT whencwnd = W.
cwnd Jewndy If abundant bandwidth is available andvnd > W, the
cwnd «— cwnd + 7y (1 — ; do) asymptotic growth rate is x cwnd per RTT and it becomes
cCuwn cCuwn

the stateless multiplicative increase.
where~ controls the rate of increase and has a small defaultThe second property is important forxB-TCP to achieve
value, e.g., 5%. The value @fvnd, is set to the congestion fairness among competing flows using#=TCP control. The
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relative growth rate of two flows is proportional tgcwndy. link capacity consumed by Web traffic ranges from 0.2%
Even under the synchronized feedback assumption, flotes over 50%. In most simulations, we use two-way traffic
using our control still converge to fairness. A sender witexcept otherwise noted. The reverse path is saturated such
a larger initial congestion window size increases its wimndothat the flows are under the pressure of ACK compression.
size faster. However, the repeated use of such increase &manost simulations, we use different round-trip propagati
multiplicative-decrease ensures the allocation will beeo delays to eliminate artificial synchronization. Howeven, i
more fair. On the contrary, with the multiplicative-incesa some simulations we need to create synchronization and we
multiplicative-decrease (MIMD) control, the incrementaain- use identical round-trip propagation delay for differemk.
gestion window size is proportional tavnd, and flows with The bottleneck queue size is always set to bandwidth-
different congestion window sizes have difficulties to cenge delay product. The data packet size is 1000 bytes. We use
to fairness. RED queues on the bottleneck in most simulations unless
otherwise noted. The RED queue parameters are set to stan-
dard values: mirthresh=0.1*BDP, maxthresh=0.3*BDP,
g-weight=0.002, maxp=0.1, and the option gentkeON. We

enable ECN bits, although the performance metrics except lo

start phase is considered as a special stateless case of i€ o not change much. Each simulation runs for at least 120
increase rule. During the slow-start phase, the statenmtion  o-ongs.

cwndy does not exist or is lost. The increase rule would giondard TCP. HSTCP. STCP. and OuxPETCP are
become multiplicative increase. On the acknowledgment 96mpared. The, Sackl ’variant' is always used. For

every packet, the congestion window size is updated as: sTcp we set all its parameters to the default values

cwnd — cwnd + . (Iow_vx_/indow_=31, highwindow=83000, higtp=0:0000001,
_ _ _ _ and highdecrease=0.1). For STCP, we also set its parameters
In high BDP networks, doubling the congestion windowo the default valuescfond decreases t®.875 x cwnd on
size in one RTT even during the slow-start phase is congidekgach loss event, and increases by 0.01 on each ACK). For
too aggressive [10]. It may cause thousands of packets tofer-TCP , we sety=0.05 and$=0.125 for all simulations.
dropped. Therefore, it is reasonable to setb a small value All simulations are very time-consuming (the ns-2 running
whencwnd is large. On the other hand, in standard TCP slowime itself is at the order of weeks). We are aware of other
start v should be equal td.0. We should still double the controls such as BIC TCP [3], H-TCP [4], and FAST TCP
congestion window size when it is small. Taking both intg5]. We plan to conduct comprehensive evaluation with the

consideration, we slightly modify the above multiplic&v above described configurations in the future.
increase rule and makea function ofcwnd. It decreases from

1.0 whencwnd is small to the default small value eventually )
when cwnd is large. B. Impact of Bottleneck Capacity

EXP-TCP can be aggressive when it is in slow-start, or In this simulation, we vary the bottleneck capacity from
when no loss event is detected for a long period of tin@5Mbps to 10Gbps. In each direction, there are 16 homo-
during the congestion avoidance phageor example, a small geneous flows which use the same control algorithm. We
default valuey = 0.05 may still lead to a sizable increasecreate side links with different propagation delays, suwdt t
in cwnd when it is large. Such aggressiveness may caugee round-trip propagation delays of the flows are between
burstiness of packets, and may also contribute to the AGOms to 100ms . Each simulation runs for 120 seconds. We
compression phenomenon [11] which can eventually causelstain (1) the bottleneck utilization, which is averagediov
reduction in throughput and link utilization. To alleviatéis, every 200ms, (2) queue size normalized by the queue limit,

C. Slow-Start and Pacing
Congestion window increase in thexB-TCP ’'s slow-

EXP-TCP uses pacing techniques [11], [12]. which is sampled once every 200ms, and (3) bottleneck drop
rate, which is calculated for every 200ms. The results rieggor
I1l. SIMULATIONS in Figure 2 are from the last 100 seconds of the simulation

runs. The figure shows»@®-TCP consistently achieves higher

than 95% link utilization. STCP is the second best except
We use ns-2 simulation to evaluate the performancexd-E that when the capacity is extremely large, the utilizatioops

TCP for a wide range of network configurations. We repeggickly. Standard TCP obtains the lowest utilization whiea t

most simulation experiments described in [7], [8], excéwttt pottleneck capacity is very high. It is also a little surjnisto

we consider only end-to-end control algorithms. It would bgee HSTCP does not do well. We suspect it can be explained as

interesting to see if pure end-to-end controls can obtam-cofo|lows. The aggressiveness of HSTCP leads to bursty packet

parable performance. A simple dumbbell network is used. Thegrivals at the bottleneck queue, so that RED drops more

bottleneck capacity varies from 2.5Mbps to 10Gbps. Numbggckets to cause the senders to backoff too frequentlyllfina

of flows in the system varies from 2 to 512. We also considgy| control algorithms results in low queue size due to the us

a mixture of long flows and Web traffic. The percentage @ff RED, but standard TCP results in the lowest loss rate due
N _ _ _ L to its low aggressiveness. With standard TCP and the cgpacit
When no loss event is detected for a long period of timend is increased | . . .

well beyondcwndy. The history informatiorcwndyp has little impact, i.e., it hlghel’ than 2.5GbpS, no loss events occur du”ng the final 100

is gradually forgotten. Wheawnd > cwndy, the control isalmoststateless. seconds of the simulations.

A. Simulation Setup
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Fig. 2. Performance of congestion control algorithms whuen ltottleneck capacity ranges from 2.5Mbps to 10Gbps.
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Fig. 3. Performance of congestion control algorithms wheniumber of long-lived flows ranges from 2 to 512.
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Fig. 4. Performance of congestion control algorithms whaokiground Web-like flows consumes between 0.2% and 51.2%eobadttleneck capacity.

C. Impact of Number of Flows Three homogeneous flows will compete for the bandwidth in
In this simulation, we fix the bottleneck capacity td®"€ direction but there is not other data flows in the other

500Mbps, but the number of homogeneous flows in eafdifection. After the first flow starts at time 0O, the second
direction is varied from 2 to 512. The other configurations afloW Joins it 100 seconds later and the third flow joins them
the same as the previous simulation. Again we observe tifgtother 100 seconds later. We first create a rather synaiewni
Exp-TCP results in the highest bottleneck utilization, whil§cenario. The flows have an identical round-trip propagatio
both standard TCP and HSTCP are behind. Standard T&@ay (40ms), and the bottleneck uses the DropTail policy.
does poorly when there are only a small number of ﬂowg',hen we create a less synchronized scenario. The round-trip

confirming the inability of standard TCP to grab the abundaRfoPagation delay varies slightly by 10%, and the bottlénec
bandwidth. uses RED queue management. Figure 5 shows, in the DropTail

case, the flow throughputs (each point is an average value in

_ 200ms) when different algorithms are used. Figure 6 shows

D. Impact of Web Traffic the results with RED queues.
In this simulation, we use 16 homogeneous flows in each ) )

direction and fix the bottleneck capacity to 500Mbps. The We observe that in the DropTail case, STCP performs
other configurations are the same as the previous two Smgj:)_orly. Two flows are _starved .whllle t_he first flow does not
lations. In addition, we introduce short Web-like flows. Fhe 9V€ Up much bandwidth. This is simply because of the
transfer size follows a Pareto distribution, with a mean of 3VIMD control. The other algorithms all show convergence
packets and shape parameter equal to 1.35. Figure 4 plotsfhd@imess, with &p-TCP performing noticeably better. In

bottleneck utilization, queue size, and drop rate. It aghmws "€ RED queue case, we find STCP sitill does not converge
the robustness of -TCP in obtaining better performanceto fairness. Standard TCP exhibits a large fluctuation of con
compared to the others. gestion window size. Nevertheless it convergence to fagne

with AIMD control. Although HSTCP shows convergence to

_ fairness, it appears convergence is very slow even with RED.

E. Convergence to Faimess Exp-TCP allows a quicker convergence. Finally, we suspect
In this simulation, we examine the convergence behavior tfat both HSTCP and>-TCP may have the RTT-unfairness
various algorithms. We set the bottleneck capacity to 1Gbpgmoblem [6]. The flows have slightly different round-trip
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algorithms, if properly designed, can perform reasonal®yl w more aggressive when congestion window sized is large.

in achieving high network utilization and low queuing delayon the other hand, we can make it TCP-friendly whemd is

with RED queue management. Our future work includes, (&pall. The increase rule ofx@®-TCP in Section Il may cause

a comprehensive evaluation okE-TCP under more compleX it to be less competitive against TCP flows. Assufhe 1/8
network configurations, e.g., multiple bottlenecks and dewi js the multiplicative decrease parameter. A sender needs to
range of RTTs, (2) providing RTT-fairess, (3) comparisongcrease:wnd by 1/5 in order to grab approximately the same
with other end-to-end algorithms, e.g. FAST TCP, BIC TCRmount of bandwidth as a standard TCP sender does [13],
and H-TCP. TCP-friendliness of¥e-TCP is also an important [14]. Exp-TCP on the other hand increasesnd more slowly
issue. For example, the Appendix shows it can be TCP-friendhen cwnd, is small. For example, when = 0.05 and
when cwnd is small, and a comprehensive evaluation is @&und, = 4, cwnd is increased by merely 0.5 during the first

possible future work. 5 RTTs. For this reason, we slightly modify the increase rule
whencwndy < 16 such that, on the acknowledgment of each
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