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Extended Abstract

Within the last few years, computer scientists and intensive network users have
discovered that standard TCP does not perform well in high bandwidth delay en-
vironments [1]. It is this poor scalability of standard TCP that results in network
throughput that is well below the network capacity even on un-congested links.
In this paper, we explore the challenges of achieving high throughput TCP based
transport over real environments and comment on the deployment issues of new
TCP algorithms for use in high capacity networks.

As high speed networks become increasingly widespread, the problems of the Ad-
ditive Increase and Multiplicative Decrease factors of standard TCP become more
apparent: standard TCP is slow to take up spare capacity in high bandwidth de-
lay environments, and congestion or even the occasional lost packet, causes massive
decreases in throughput. This behaviour causes very bad overall performance.

Several proposals have been made that offer solutions to obtaining high throughput
transport in high bandwidth delay environments. Amongst those, we investigate
protocols that only require sender side modifications to the TCP stack. We have
tested Floyd’s HighSpeed TCP [2], Kelly’s ScalableTCP [3] and Caltech’s FAST
protocol [4] on real networks with a set of systematic tests using different network
conditions on both the long distance, high throughput testbed of DataTAG [5] and
a low delay, high throughput network of MB-NG [6].

For each protocol mentioned above, we have studied the effects of running parallel
streams of test traffic and comment on the implications of intra-protocol fairness and
whether there are any practical benefits over striped standard TCP flows, which are
prolific today in achieving high throughput [7]. We also look at how well these
protocols perform under stressed networks with both constant bit rate and self-
similar background traffic patterns and determine that whilst preliminary studies
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show that HighSpeed TCP is safely deployable, the effects of ScalableTCP have
a greater impact on existing traffic. To complete the systematic analysis we also
induce network loss to compare against the theoretical TCP response function [8]
where applicable.

In order to gain wide acceptance and deployment, new TCP transport protocols have
also to be able to maintain network stability and fairness to prevent Internet collapse.
We therefore also include an experimental study of the convergence, stability and
fairness of each protocol; both individually and when competing against each other.
To quantify these, we use the popular metric Coefficient of Variance as an indication
of the stability of these new TCP stacks in both intra and inter-protocol experiments;
and we introduce a measure of fairness that is based in terms of the impact of new
TCP flows upon existing traffic and apply it to these protocols.

In order to analyse end-to-end performance in real life scenarios, we also include a
study of the behaviour and problems of transporting real data across the Internet
using popular application level transport programs such as GridFTP [9], bbcp [10]
and http [11]. The TCP behaviour of each application is examined and performance
differences are discussed.

We have shown how various high throughput modifications of the TCP protocol
behave in real network environments and have highlighted practical limitations. We
have also measured the impact of these protocols with competing network traffic in
a quantifiable and systematic way and show possible deployment issues in obtaining
high throughput transport.
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